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Goals and overview
Provide a unified solution to KG characterization

Find what is normal, infer what is abnormal

Rules are labeled, rooted graphs

”Books are written by authors, who are born in countries” 3

”Authors writes Books” 7

Find the rules that best compress the KG
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Main problem: Inductive KG Summarization

Given a KG G , and ideal KG Ĝ , find a concise model M∗ of
inductive rules that summarize what is normal in both G and Ĝ .

Rules should be (1) interpretable (= readable in natural language),
(2) their exceptions should reveal abnormal information in the KG:

I erroneous (t ∈ E : t 6∈ Ê ),

I missing ( t ∈ Ê : t 6∈ E ),

I an exception (t ∈ E : t ∈ Ê ).

A KG G = (V ,E ,LV ,LE , φ); also A matrix and L matrix
A model M is a set of rules
Authors use two-part MDL: for M ∈M, minimize L(M) + L(D|M)
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Rules and assertions

Rules are recursive and compositional: g = (Lg , χg )

I Lg root (e.g. Book)

I χg set of children {(p, δ, ĝ)}

e.g. Book, (writtenBy, →, (Author, ∅))

4/15



Rules and assertions

Assertions ag are subgraphs asserted by rule g

Obtained by traversal with a start node that has Lg in its label

A(g) = A(g)
c ∪ A(g)

ξ

I A(g)
c : all traversals ag matching g ’s syntax (correct)

I A(g)
ξ : all traversals ag not matching g ’s syntax (exceptions)
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MDL model

Problem 2 (Inductive KG Summarization with MDL).
Given KG G , find the model M∗ that minimizes the description

length of the graph,

M∗ = argminM∈ML(G ,M) = argminM∈M{L(M) + L(G |M)}

I L(M) = cost of model M,

I L(G |M) = cost of encoding G with M.

Cost = cost of transmission (in bits) to reconstruct G
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Computing the cost of L(M)

L(M) = log(2 · |LV |2 · LE + 1) +
∑
g∈M

L(g) + L(A(g))

I log(. . . ) = number of rules, 3

I L(g) = cost of one rule (p, δ, ĝ), 7

I L(A(g)) : cost of assertions. 7

L(g) = L(Lg ) + LN(|χg |+ 1) +
∑
ĝ∈χg

−log np
|E |

+ 1 + L(ĝ)

L(Lg ) = log |LV |+
∑
`∈Lg

−log n`
|V |

,
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L(A(g)) = L(A(g)
c ) + L(A(g)

ξ )

L(A(g)
ξ ) = log |A(g)|+ log

(|A(g)|
|A(g)

ξ |

)

L(A(g)
c ) =

∑
ag

L(ag ) =
∑
ĝ∈χg

log |V |+ log

(|V | − 1

|A(ĝ)
c |

)
+
∑
aĝ

L(aĝ )

7/15



Computing the cost of L(M)

L(M) = log(2 · |LV |2 · LE + 1) +
∑
g∈M

L(g) + L(A(g))

I log(. . . ) = number of rules, 3

I L(g) = cost of one rule (p, δ, ĝ), 3
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Computing the cost of L(G |M)

L,A : labels matrix, adjacency matrix
LM ,AM : modelled labels, modelled edges
L− = L− LM , A− = A− AM

Sending what is not modelled:

I Unrevealed node labels

I Unmodelled edges

L(G |M) = L(L−) + L(A−)

With:

I L(L−) = log
(|LV |·|V |−|LM |

|L−|
)

I L(A−) = log
(|LE |·|V |2−|AM |

|A−|
)
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How to find all rules?
Naive approach: enumerate all rules from a set of candidates C

This is terrible! There are 2|C | models to choose from

Contrary to support/confidence-based methods, there are no nice
properties of the search space

No anti-monotonicity or (known) exploitable structure

Instead, use compositionality of rules

Start with atomic rules (assert one thing) and build up

Greedy approach is still costly (quadratic in |C |)

∆L(G |M0 ∪ {g}) = L(G |M0)− L(G |M0 ∪ {g})

Rank using ∆L, descending

Constant number of passes on C
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The KGist algorithm

Complexity: O(mφ2max · log(mφ2max))
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Evaluation

Goal: answer the questions

1. Does KGist characterize what is normal? How well can
KGist compress KGs?

2. Does KGist identify what is strange? Can it identify and
characterize multiple types of errors?

3. Does KGist identify what is missing?

4. Is KGist scalable?
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[Q1] What is normal?
Setup. Compare compression as compared to an empty model M0

(i.e. the whole graph is an error)

I Freq: select most often top k rules that apply (instead of
MDL),

I Coverage: number of edges explained by the rule

I AMIE+ [Fabian’s work] does not compress, so report only #
rules
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[Q2] What is strange?

Setup. Missing (A1), superfluous (A2), swapped (A4) labels,
erroneous links (A3)
Baselines. KGist-freq, AMIE+, others
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[Q3] What is missing?

Assume PCA, removes q% nodes from G , identify A(
(g)
ξ

Baselines.

Metrics.
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Conclusion and thoughts

In brief:

I MDL-based method for extracting rule sets out of knowledge
graphs

I Tasks: description, error detection and KG completion tasks

I Data: NELL, DBPedia, YAGO

I Code is online : github.com/GemsLab/KGist

Thoughts:

I Really well written and thorough, easy to follow despite lots of
contributions

I Hard for me to evaluate if it is performing well or if well
chosen task
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