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1) Introduction
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Argumentation: Stakes

@ A reasoning model based on the need to justify.
Indispensable for deciding, convincing, explaining, ...

@ A multidisciplinary theme
(Artificial Intelligence, Psychology, Linguistics, Philosophy)

@ Examples of applications

e Medical field: argumentative diagnostic support system
Legal field: argued decisions based on law
Online debate systems (e.g. DebateGraph, Debatepedia)
Online conflict resolution systems (e.g. CyberSettle)
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Argumentation: Process

Given a problem (making a decision, classifying an object, ...)

Input data (e.g. online debates, knowledge base, ...)

Argumentation framework/graph
(Identification of arguments, relations, weights, ...)

Evaluation of arguments (Semantics)

Output (e.g. winners of a debate,
set of formulas derived from a knowledge base, ...)

2/2A



1) Introduction
00@000000

Online debate (from a platform)

Should taxes be increased?

B, : Increasing taxes
decreases the quality of
life because it reduces
the entertainmentof
citizens.

Bruce

A: Taxes must be increased because this would
improve the quality of life of the citizens, and
reduce the country's debt.

AN

B, : Increased taxes
reduce the quality of
life because citizens
may have less leisure
activities.

B, : Increasing taxes
reduces the quality of
life since citizens may
be less able to afford

health care.

Jane

B, : Increasing taxes
does not solve the
country's debt because
the government's
economic management
is uncontrolled.
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Online debate (from a platform)

Should taxes be increased?

A: Taxes must be increased because this
would reduce the country's debt and
improve the quality of life of the citizens.

Ana
. o B, : Increasing taxes
B, : Increasing taxes B, : Increased taxes B, : Increasing taxes
: : . does not solve the
decreases the quality of reduce the quality of reduces the quality of .
. . . o | L country's debt because
life because it reduces [} life because citizens (] ﬁ> life since citizens may (} D P
the entertainment of may have less leisure be less able to afford g.
e s economic management
citizens. activities. health care. ;
is uncontrolled.
Bruce Jane Dan
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Inconsistency handling by argumentation

(L, ) is propositional logic
> Cr L, ie. X is a finite subset of £
For ® C L; CN(®) ={¢yp € L s.t. ¢}

Definition (Besnard and Hunter (2001))

An argument is a pair (P, @), where ® C ¥ and ¢ € L, such that:

o /L (Consistency)
e ¢ € CN(P) (Validity)
o $®’ C @ such that ¢’ I- ¢ (Minimality)

Example (X = {p, q,p,~p — r})

A:{p},p) B:{{p.qt.pAq)  C:{-p,-p—r}r)

£ /24
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Inconsistency handling by argumentation

Definition (Besnard and Hunter (2001))

An argument (®, ¢) defeats an argument (W, v} iff
o F (1 AN ANpy) for some {1, P} C W

A:({p},p)  Bi{{p,at,prq  C:{{-p,—p—r}r)

AN
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Abstract Argumentation Framework

Definition

An argumentation framework (AF) is a tuple (4, w,R,0) s.t.

o ACsArg’ (Arguments)
o w:A—|0,1] (Weights of arguments)
e RCAxA (Attack relation)
e 0:R —|[0,1] (Weights of attack relations)

"Arg is the universe of all possible arguments

Notation: Let G = (A,w, R, o) be an AF,
If o =1, then AF is called semi-weighted

A /A
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Semantics

A semantics is a function S that assigns to every AF G = (4, w, R, 0),

A . .
@ aset Ext €22 (Extension-based Semantics)
look for sets of acceptable arguments, called extensions

@ a weighting Str2: A — [0,1] (Gradual Semantics)
focus on individual arguments

@ a preorder ié CAx A (Ranking-based semantics)
rank-order arguments from the strongest to the weakest
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Semantics

Notation: Let G = (A,w, R, o) be an AF, for A € A:
Att(A)={Be A | (B,A) e R}

Definition (Amgoud & Doder 2019)

semi-Weighted h-Categoriser is a function Sy;, transforming any AF
G=(A4,w,R,0 =1) into a weighting Strf;"h on A such that
VA€ A,

w(A) iff Att(A) =0

Sy _
Strg™(A) = w(A) s else
1t > stro™(B)
BeAtt(a)

7 /2A
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Semantics

Should taxes be increased?

Strswh(B,) = 0,6

B, : Increasing taxes
decreases the quality of
life because it reduces
the entertainmentof
citizens.

Bruce

Strwh(a) =

1406106 104 +05

0.29

A: Taxes must be increased because this
would reduce the country's debt and
improve the quality of life of the citizens.

a

Strswh(B,) = 0,6

B, : Increased taxes
reduce the quality of
life because citizens
may have less leisure
activities.

StrSwh(B,) = 0,4
B, : Increasing taxes
reduces the quality of
life since citizens may
be less able to afford
health care.

Jane

strswh(B,) = 0,5
B, : Increasing taxes
does not solve the
country's debt because
the government's
economic management

is uncontrolled. a5

7 /2A



1) Introduction
000000800

Limits of existing frameworks

Should taxes be increased?

A: Taxes must be increased because this
would reduce the country's debt and
improve the quality of life of the citizens.

ZAEAN

B, : Increasing taxes

B, : Increasing taxes
decreases the quality of
life because it reduces
the entertainmentof
citizens.

sim(By,B,) =1

Bruce

B, : Increased taxes
reduce the quality of
life because citizens
may have less leisure
activities.

sim(B,,B;) = a

B, : Increasing taxes
reduces the quality of
life since citizens may
be less able to afford

health care.

does not solve the
country's debt because
the government's
economic management
is uncontrolled.

sim(B;,B,) =0

Jane Dan

Q/24



1) Introduction
000000e00

Limits of existing frameworks

A:({p},p)  B:{pal,prng)  C:{-p,mp—r}r)

(9
O

The similarity between the attackers should be considered in the
evaluation of the attacked argument

sim(A, B) = «

Q/24
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Our Contributions

Two research questions:
© How to measure similarity between two arguments ?

@ How to define semantics that are able to deal with similarity ?

a/24
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Outline

1) Introduction
2) Similarity Measures for Logical Arguments

3) Gradual Semantics dealing with Similarity
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I1) Similarity Measures
.

Similarity Measures for Logical Arguments

@ Axiomatic Foundations of Similarity Measures [KR18]+
[ECSQARU21]

@ Similarity Measures

e 7 Syntactic Similarity Measures [KR18]
o 1 Mixed Similarity Measure [ECSQARU19] + [ECSQARU21]

e 2 Similarity Measures for Non-Concise Arguments
[ECSQARU19] + [ECSQARU21]
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Gradual Semantics dealing with Similarity

@ Evaluation Methods for Gradual Semantics [COMMA20] +
[AAAI21]

@ Principles for Gradual Semantics [AAAI21]
@ Novel Family of Semantics [AAAI21]

@ Adjustment Functions [COMMA20] + [AAAI21]

12 /2A
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1) Evaluation Methods

A

@ Assess the strength of the group of attacks on A,
a =g(0.6,0.6,0.4,0.5)

@ Evaluate the impact of attacks on the initial weight of A,
B ="£(0.9, )

12/2A



111) Gradual Semantics
0@00000000000

1) Evaluation Methods

Definition (Amgoud & Doder, 2018)

An evaluation method (EM) is a tuple M = (f, g) such that:
o g: U 2500,1]% — [0, +oc], such that g is symmetric
e f:[0,1] x Range(g) ? — [0, 1]

“Range(g) denotes the co-domain of g

12/2A
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1) Evaluation Methods

Definition (Amgoud & Doder, 2018)
A gradual semantics S based on an evaluation method M = (f, g)
assign to every AF G = (A, w, R, 0 = 1) a weighting Strg s.t.
VAc A,

Strg(A) =

f(W(A)v g(Strg(Bl)v e 7Strg(8k)))

where {Bj, -+, Bx} = Att(A)

12/2A
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1) Evaluation Methods

Definition (semi-Weighted h-Categoriser)

For any argument A,

w(A) iff Att(A) =0
Strom(A) — w(A)
re"(A) 1+ Y strgm(B) el
BeAtt(4)

Example (semi-Weighted h-Categoriser)

Sun is based on M = (fiyac, 8sum) Such that:

ffrac(X17X2) - 1_);_1)(2

gsum(Xlu o 7Xn) — Z Xi

&

12/2A
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1.a) New Argumentation Framework [AAAI21]

Definition (SSWAF)

A semi-weighted argumentation framework extended by a similarity
measure (SSWAF) is a tuple G = (A,w,R,0 = 1, sim), where

o AC Arg
ow:A—([0,1]
o RCAx A
oo :R—1

e sim: (A x .A) — [0,1] (Similarity measure)

14 /A
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1.b) Extended Evaluation Methods [AAAI21]

sim(By, By) =1
sim(Bl, B3) = Sim(Bg, 53) =0.25
vVie {1,2,3}, sim(B;,B4) =0

@ 09

© Adjust the strength of every attack w.r.t. similarity,
n((Strg(Br), Br), (Strg(Bz), B2). (Strg(Bs). Bs), (Strg(Ba), Ba)) =
(a1, 2,03, 4)

@ Assess the strength of the group of attacks on A,
B - g(ala 2, (3, Ck4)

© Evaluate the impact of attacks on the initial weight of A,
5 =1£(0.9,8)

15 /24
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1.b) Extended Evaluation Methods [AAAI21]

Definition (EM)

An evaluation method (EM) is a tuple M = (f, g, n) such that:
e f:[0,1] x Range(g) — [0,1] (influence function)
o g: U 2500,1]F — [0, +oo] (aggregation function)
o n: U2 ([0,1] x Arg)k — [0, 1] (adjustment function)

v

15 /24
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1.b) Extended Evaluation Methods [AAAI21]

Definition (S based on M)

A gradual semantics S based on an evaluation method

M = (f, g, n) is a function transforming every SSWAF
G=(A4A,w,R,0 =1,sim) into a weighting Strg : A — [0,1] such
that for every A € A,

Strg(A) =

f<w(A),g<n((sug(Bl),Bl),.-- L (Str3(B), Bk))>>,

where {Bl, o0 o Bk} = Att(A)

15 /2A



1.c) Well-behaved Adjustment Function n [AAAI21]

Let x;,y; € R and A;, Bi € Arg, n is well-behaved iff:
(a) n() = (),
(b) n((x, A)) = (x).
(c) g(n((x1, A1), -+, (xk, Ax))) < g(n((x1, Br), -+, (xk, Bi)))
ifVije {1, -k} i#]j, sim(A;, A}) > sim(B;, B)),
(d) If 3ie {1, -+, k} s.t. x; > 0 then
g(n((XhAl)ﬂ T 7(Xk7Ak))) >0,

(e) g(n((>x1, A1), -+, (xk, A)))< g(n((ve, Ar) -+, (Vi Ax)))
ifVie {1, -k}, x <y

(f) n is symmetric,

(g) n((X17 Al)ﬂ T 7(Xk+17 Ak+1)) =
(n((x1, A1), 5 (%%, Ak))s Xkt1)
if Vi e {1, ce k}, sim(A,-, Ak+1) =0.

1A /24
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1.c) Well-behaved Adjustment Function n [AAAI21]

Only one semantics based on an EM

Let M* be the set of all well-behaved evaluation methods
M = (f, g, n) such that:

o lim f(x1,x) = f(x1,%0), Vxo # 0.

X2 —rX0

o lim g(le"' an7X) :g(Xla"' ,Xk,XO), VXO ?é 0.
X—rX0

@ n is continuous on each numerical variable.

o M(x1, Ax2) < f(x1,x2), YA € [0,1], x1 # 0.

@ g(n(Axy, -, A\xk, B1, -+, Bk)) >
Ag(n(xi, -+ ,xk, B1,- -, Bk)), YA € [0, 1].

For any M € M*, for all gradual semantics S, S/,

ifS,S’ are based on M, then S = S’

1A /24
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2) Principles [AAAI21]

Principles for gradual semantics dealing with similarity:

o Neutrality

(Strict) Monotony

(Strict) Reinforcement

(Strict) Sensitivity to Similarity

17 /2A
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2) Principles [AAAI21]

y

(Strict) Sensitivity to Similarity: the greater the similarities
between attackers of an argument, the stronger the argument;
if vy > a3 then StrZ(Al) > StrZ(A2)

17 /A
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2) Principles [AAAI21]

Let S be a gradual semantics based on an EM M. If M is
well-behaved, then S satisfies Reinforcement, Monotony, Neutrality
and Sensitivity to Similarity

3 additional constraints ensure the satisfaction of the strict

versions.
For instance, Strict Monotony is satisfied when:

’ g(Xla"' 7Xk7y) <g(X17"' 7Xk72) |]cy<Z (C3) ‘

17 /A
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3) Novel Family of Semantics [AAAI21]

Definition (S*)
We define by S* the set of all semantics that are based on an
evaluation method from M*

v

Any gradual semantics S € S* satisfies Reinforcement, Monotony,
Neutrality and Sensitivity to Similarity

A

12 /2A
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4) Adjustment Functions [COMMA20] + [AAAI21]

@ Conjunctive: n removes the redundancy from
the weakest argument (B;)

@ Disjunctive: n removes the redundancy from
the strongest argument (B>)

o Compensative: n distributes the burden to both

10 /24
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4.a) Adjustment Function n/ [AAAI21]

max

Definition (Parameterised Function np.y)

Let Ay,--- , Ak € Arg, x1, -+ ,xx € [0,1], and p a fixed
permutation on the set {1,---, k} such that if x,;) = 0 then
Xp(it1) = 0 Vi < k, or i = k. nfax() = (), otherwise:
Nax((x1, A1), -+, (xk, Ax)) =
(Xp(l)’
Xp(2) X (1 = max(sim(Ap(l),Ap(z)))),

)

Xy X (1—max(sim(A 1), Apk))s - -+ » sim(Apk_1), Ap(k)))))

V,

20 /24
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4.a) Adjustment Function n/ [AAAI21]

max

sim(Bl, BQ) =1
@ 0.9 sim(Bl, B3) = Sim(Bz, B3) =0.25
Vie {1,2,3}, sin(B;, Bs) = 0

0.5

Let pgec rank arguments in a decreasing and unique order based on their
strength, and S s.t. Strg(B;) = w(B;) for i € {1,2,3,4}

Then nfd is a conjunctive adjustment function and
"ﬁgicc((Strg(Bl)a Bl)a (Strg(BQ)v B2)7 (Strg(B3)7 B3)a (Strg(B“)a B4)) =
(0.6,0.6 x (1 -1),0.5x(1-0),0.4 x (1—-0.25)) = (0.6,0,0.5,0.3)

20 /24



111) Gradual Semantics
0000000008000

4.b) Results [AAAI21] + [New]

Proposition

Let f,g be well-behaved functions and g satisfies the following

property:
let X € [0,1], x1, -+ ,xk € [0,1], then g(Axz, -+, Axk) >
A&ty 1 e).

The following properties hold:
@ nb.x and ny, are well-behaved

e for all functions f,g that are well-behaved, it holds that
<f7 g) ngaX>7 <f) g7 nwh> € M*

21 /24
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5) llustration of Gradual Semantics [COMMA20] + [AAAI21]

Definition (S")

Semantics S" based on (fsrac, sum, N) is a function transforming
any SSWAF G = (A, w,R,o = 1,sim) into a function Str" from A
to [0,1] s.t. VA€ A, Str"(A) =

w(A)

1+ iil (n((Str"(B1), Bi1), -+, (Sex"(Bk), Bk))))

k

where Att(A) = {Bi,- -, Bk} If Att(A) =0, then > (.) =0.
i=1

79 /24
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5) llustration of Gradual Semantics [COMMA20] + [AAAI21]

Should taxes be increased?

A: Taxes must be increased because this
would reduce the country's debt and
improve the quality of life of the citizens.

Ana
0,9
. . B, : Increasing taxes
B, : Increasing taxes B, : Increased taxes B, : Increasing taxes 4 g
: : . does not solve the
decreases the quality of reduce the quality of reduces the quality of .
. . . L e L country's debt because
life because it reduces life because citizens life since citizens may P
the entertainmentof may have less leisure be less able to afford g.
e s economic management
citizens. activities. health care. ; ol
G ac o isuncontrolled.
. sim(B,,B,) =
5 sim(By,B;) = - &
sim(B,B,) =1 sim(B( Bl’) i)u o sim(B,,B,) =
-t sim(B;,B,) =0
Bruce Jane Dan

79 /24
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5) llustration of Gradual Semantics [COMMA20] + [AAAI21]

SiIIl(B]_7 Bz) =1
Sill'l(Bl7 33) = Sim(Bz, 33) =0.25

Vie {1,2,3}, sim(B;,B4) =0

Without similarity: strS=(A) = 0.29
With similarity:
pas 0.9 0.9
tr'= (A) = =—=0.
s A= 106005703 24 007
0.9 0.9
str'(A) = = =0.341

1+0.404 +0.404 +0.5+0.333 2.641

79 /24
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5) llustration of Gradual Semantics [COMMA20] + [AAAI21]

For any p, it holds that S™= € S* and S"=x satisfies:
o Neutrality
e (Strict) Monotony
@ Reinforcement
°

Sensitivity to Similarity

The semantics S™* satisfies all the principles and S™* € S*

79 /24
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Conclusion

Two research questions with almost no work in the literature:
©@ How to measure similarity between two arguments?

e Proposition of principles for similarity measures
e Proposition of various similarity measures

@ How to define semantics that deal with similarity?

o Extension of evaluation methods with a novel adjustment
function

e Proposition of principles for evaluation methods and semantics
dealing with similarity

e Proposition of a broad family of gradual semantics
encompassing almost all the existing gradual semantics

e Proposition of different adjustment functions

72 /24
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References & Questions

[ Thank you for your attention ] ‘

[ References: } ‘ ‘ [ Questions ? ] ‘

v KR-2018:L. Amgoud, V. David, Measuring Similarity
between Logical Arguments

¥v" ECSQARU-2019: L. Amgoud, V. David, D. Doder,
Similarity Measures between Arguments Revisited

¥v" COMMA-2020: L. Amgoud, V. David, An
Adjustment Function for Dealing with Similarities

¥v" AAAI-2021: L. Amgoud, V. David, A General Setting
for Gradual Semantics Dealing with Similarities

v" ECSQARU-2021: L. Amgoud, V. David, Similarity
measures based on compiled arguments
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Context of the Daphne Project

Prosopographic Knowledge bases

Uncertain Temporal Knowledge Graph: set of facts Uncertain Temporal Ontology: set of rules

Mapping
Temporal Markov Logic Network
Set of uncertain temporal facts: Set of uncertain temporal rules:
{F = (P@,blt,t]), 1), {Ry = (VX P(x,b,[ty,t,]) > Qlx, [ty,t]), 1),
Fo=(Qlct,t]), 0,3) } Re= (V% v, ti,t. (P(x,b, [t,t]) A P(a,y, [t,t])) = S(xy, [t,t]), 0,3) }
Semantics

Most probable, temporally consistent and extended set of knowledge

Maximum A-Posteriori Inference = {F, ..., Fo GR; ., GR,}

MAP Inferences are useful for answering historical queries, such as
validating historical assumptions

I /24
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First Order Logic

Definition (FOL)
FOL is a set of formulae built up from :
e constants ({a, b,c,---} € C),
e variables ({x,y,z,---} € V),
e functions ({f,g,h,---} € F),
e predicates ({P,Q,R,---} € P),
@ connectives (-, V, A, =, <),

@ quantifier symbols (¥, 3).
Where {¢,,---} € FOL are formula and {®, WV, ---} C FOL are

subset of formulae.
A grounded formula is a formula without any variable.

26 /24
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Temporal Predicate and Formula

Definition (TP an TF)

Let a set of first order formulae FOL and a time interval 7 C C, a
temporal predicate TP € P is an extension of a simple predicate
P e P iff P(x1, -+ ,x,) and TP(x1, -+ ,Xn, T), where
T=[tt]CT.

Notation: TP (resp. TF) is the set of temporal predicates (resp.
the set of temporal formulae).

27 /24
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Temporal Markov Logic Network

Definition (TMLN)

A Temporal Markov Logic Network M = (F,R) is a set of
weighted temporal facts and rules where F and R are sets of pairs
such that:

o F={(éd1,w1), -, (¢n,wn)} with Vi € {1,--- ,n}, ¢; € TF
such that it is grounded and w; € [0, 1],

o R={(¢},w)), -, (P}, wy)} with Vi e {1,---  k}, ¢} € TF
such that it is not grounded and in the form
(premises,conclusion), i.e. (11 A -+ Aty) — 141 where
Vje{l,---,I+1}, ¢ € TF, and w; € [0,1].

The universe of all TMLNSs is denoted by TMLN.

79 /24



Temporal Markov Logic Network

Example of TMLN for Nicole Oresme:

F
F2:
F3:
Fh:
F5Z
F6:
Rli

R2Z

(Person(NO, [1320,1382])

(Philosopher(NO, [1320, 1382])

(LivePeriod(NO, MiddleAges, [1320, 1382])

(Studied(NO, CollegeOfNavarre, [1340, 1356])
(—Studied(NO, CollegeOfNavarre, [1350, 1360])

(—Studied(NO, CollegeOfNavarre, [1350, 1355])

(¥x, T, (Person(x, T) A LivePeriod(x, MiddleAges, T)A
Studied(x, CollegeOfNavarre, T)) — PeasantFamily(x, T)

Vx, T, (Philosopher(x, T) A LivePeriod(x, MiddleAges, T))
— —PeasantFamily(x, T)

Post-Doctorat
0000®00000
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Temporal Markov Logic Network

Example of TMLN for Nicole Oresme:
Fy : (Person(NO,[1320,1382]) ,
F> : (Philosopher(NO,[1320,1382]) )
Fs: (LivePeriod(NO, MiddleAges, [1320,1382]) :
Fy: (Studied(NO, CollegeOfNavarre, [1340, 1356]) ,0
Fs: (—Studied(NO, CollegeOfNavarre, [1350, 1360]) ,0.
Fe : (—Studied(NO, CollegeOfNavarre, [1350, 1355]) 0
Ri: (Vx, T,(Person(x, T) A LivePeriod(x, MiddleAges, T)A
Studied(x, CollegeOfNavarre, T)) — PeasantFamily(x, T)  ,0.8)
R, : Vx, T,(Philosopher(x, T) A LivePeriod(x, MiddleAges, T))
— —PeasantFamily(x, T) ,0.6)

20 /24



Temporal Markov Logic Network

Example of TMLN for Nicole Oresme:

F
F2:
F3:
Fh:
F5Z
F6:
Rli

R2Z

(Person(NO, [1320,1382])

(Philosopher(NO, [1320, 1382])

(LivePeriod(NO, MiddleAges, [1320, 1382])

(Studied(NO, CollegeOfNavarre, [1340, 1356])
(—Studied(NO, CollegeOfNavarre, [1350, 1360])

(—Studied(NO, CollegeOfNavarre, [1350, 1355])

(¥x, T, (Person(x, T) A LivePeriod(x, MiddleAges, T)A
Studied(x, CollegeOfNavarre, T)) — PeasantFamily(x, T)

Vx, T, (Philosopher(x, T) A LivePeriod(x, MiddleAges, T))
— —PeasantFamily(x, T)

Post-Doctorat
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Temporal Maximum A-Posteriori Inference

Definition

Temporal MAP inference in TMLN corresponds to obtaining the
most probable, temporally consistent, and expanded state.

Given M € TMLN and S € Sem computing the score of an
interpretation /, a method solving a MAP problem is denoted by
“map : TMLN x Sem — P?(TMLN*)", s.t..

map(M, S) = {/ | | € argmax S(/) and
I C MB(M)

BI' € argmax S(I')st. I Cl'}
I’ C MB(M)

?P(X) denote the powerset of X
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Temporal In/Consistency

Partial Temporal Consistency:

e i

VP, -P [ ‘ TINT2 20

Total Temporal Consistency:

VP -P [ ‘ T1

Partial Temporal Inconsistency:

3p-P [ ‘ T1\T2 TINT2#0

Total Temporal Inconsistency:

ap-p T1=T2
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Temporal In/Consistency
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Temporal Parametric Semantics (TPS)

Definition (Temporal Parametric Semantics)

A temporal parametric semantics is a tuple TPS = (A, 0, 0), s.t
o A :TMLN* — {0,1},
o O : TMLN* — /35[0, 1]%.
o ©:Jf[0,1]% — [0, +oc,
For any M € TMLN, / C MB(M), the strength of a temporal
parametric semantics TPS = (A, 0, ©) is computed by:

TPS(1) = A(/) - e(a(/)).
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Temporal Parametric Semantics (TPS)

Let M € TMLN, for any O and ©, we denote by:
@ TPSicon = <AtCona g, G)), TPSpInc = <ApInc> g, e):
o TPSpCon - <ApCona O-; @>, TPS¢1nc = <AtInc> 0-7 e)

Hence: Vi € map(M, TPS¢con), Vipi € map(M, TPSp1nc),
Vlpe € map(M, TPSpcon), Vit € map(M, TPS¢rnc),

TPStCOD(ItC) — TPSpInc(Ipi) < TPSpCon(Ipc) < TPStInc(lti)-
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Temporal Parametric Semantics (TPS)

Definition (Selective Functions)

Let M € TMLN, {(¢1,w1), - ,(én, wp)} C MB(M):
° Oi({(¢r, 1), (dn, wn)}) = (w1, -, Wn)
° 0thresh,a({(¢17 W1)7 ) (¢n, Wn)}) =
(max(wy; — @, 0),--- ,max(w, — @,0)) s.t. a € [0, 1]

@ oletp= (11 A Athk) — iq1 a rule,
prem(¢) = {7[}13 e 7wk}'

° 1mp((¢7 W)a {((blv Wl)a Ty (¢n7 Wn)}) =
0 if ¢ is a grounded rule s.t. 3¢; € prem(p)

s.t. ¥; ¢ CN({¢1,- -+, dn})

w  otherwise

° O-rule({(d)la W1)7 T (d)na W")}) =
(1mp((d1, W), {(02, W), -+ , (G w)}), -+

(0, W), {(61, w1), -+ , (-1, Wa-1)}))
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Temporal Parametric Semantics (TPS)

Definition (Aggregate Functions)

Let {wi, -, wy,} such that n € [0,4o00[ and Vi € [0, n],
€ [0,1].

o esum(le' e 7Wn) = Z Wi,
if n =0 then ©4m,() =0.

° esum,a(Wla ce 7Wn) = (Z(Wi)a> s.t. > 1,
if n =0 then Ogym () =

0
° epsum(Wl, S Wp) =Wy © - © Wy, where
w1 © wo = wy + wo — wy - Wy, if n =0 then ©peum() = 0 and
if n =1 then ©peym(w) = w.
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Temporal Parametric Semantics (TPS)

TPS Temporal MAP Inferences Interpretations Strength
<AtCon,o-id,esum> {{FlaF27 F37F57F67GR1<,GR2}} 5
(Dpcon, T id, Osum) {{F1, F2, F3, Fs, Fs, GR1, GR:} } 5
<At1nc, id’@sum> {{FI,F27F33F47F57F67GRI}} 5.1
(Atcon, O id, @sum,3> {{F1,F2, F3, F4, GR1 }} 1.545
(Apcon; O id, Osum,3) {{F1, F2, F3,F4, F5, GR1 }} 1.548
(Atine, O id; Osum,3) {{F1, F2, F3, F4, Fs, F5, GR1 }} 1.557
<AtCon7 rules esum> {{Flv Fa, F3, Fa, GRl}} 4.4
(ApCom ruleyesum> {{F17F21F37F47F57GR1}} a7
(Atinc, O rujes Osum) {{F1, F2, F3, F4, Fs, Fs, GR1}} 5.1

<AtCon:O.ruleyesum,3> {{F17F27F3:F47GR1}} 1.545
(Apcon; O rule, Osum,3) {{F1,F2, F3, F4, F5, GR1 }} 1.548
(Atinc, O rute; Osum3) | {{F1, F2, F3, Fa, Fs, F6, GR1 }} 1.557

Table: Temporal Parametric Semantics

22 /22



Post-Doctorat
000000000e

Conclusion and Perspectives

Conclusion

@ Extension of TMLN with temporal predicates and uncertain
rules

@ Study of different temporal consistencies

@ Proposition of parameterizable semantics for MAP inferences

Perspectives

@ Implementing this model with NEO4J and semantics in
Python

@ Add some uncertainty to the time interval

@ Extending the model to the argumentation framework
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