
What Is the Best Thing to Do Next?
A Tutorial on Intensional Data Management

Antoine Amarilli
Institut Mines–Télécom;

Télécom ParisTech; CNRS LTCI
Paris, France

firstname.lastname@telecom-paristech.fr

Pierre Senellart
Institut Mines–Télécom; Télécom ParisTech;

CNRS LTCI & NUS; CNRS IPAL
Paris, France & Singapore

ABSTRACT
We call data intensional when it is not directly available, but must be
accessed through a costly interface. Intensional data naturally arises
in a number of data management scenarios, such as crowdsourcing,
Web crawling, or ontology-based data access. Such scenarios require
us to model an uncertain view of the world, for which, given a query,
we must answer the question “What is the best thing to do next?”
Once data has been retrieved, the knowledge of the world is revised.
This tutorial is an introduction to intensional data management,
with a review of the solutions brought in various areas of data
management and machine learning, and of some challenging open
problems.

1. INTRODUCTION

Intensional Data Management. Many data-centric applica-
tions involve data that is not directly available in extension, but can
only be obtained after some access to the data is made, at some
form of cost. In traditional database querying [13], the access may
be disk I/O, and the I/O cost will depend on which indexes are
available. In crowdsourcing platforms [4, 25], accessing data in-
volves recruiting a worker to provide the data, and the cost is in
terms of monetary compensation for workers and latency to obtain
the data. In Web crawling [16], accesses are HTTP requests and
cost involves bandwidth usage, network latency, and quota use for
rate-limited interfaces. In ontology-based data access [10], accesses
mean applying a reasoning rule of an ontology, and the cost is the
computational cost of such an evaluation.

We abstract out the general problem of accessing data through
costly interfaces as that of intensional data management. This ter-
minology contrasts with extensional data management where data
is freely accessible (entirely stored in-memory, or locally stored on
disk in situations when disk accesses are negligible). The termi-
nology is in line with that of Datalog [2], where intensional data
is data not initially present but obtained through rule applications;
it is also the terminology used in Active XML [1]. Intensional
data is sometimes used to refer to the schema of a database, as
opposed to extensional facts, especially in the setting of deductive
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databases [28]; in the same way, in intensional data management,
we study how to perform query optimization and other data manage-
ment tasks when only the schema (and access methods) to some of
the data is directly available, not the facts.

Intensional data management applications share a number of
distinguishing features. At every point in time, one has an uncertain
view of the world, that includes all the data that has already been
accessed, together with the schema, access methods, and some
priors about what data remain to be accessed. Given a user’s query,
the central question in intensional data management is: “What is
the best thing to do next” in order to answer the query, meaning,
what is the best access that should be performed at this point, given
its cost, potential gain, and the uncertain knowledge of the world.
Once an access is chosen and performed, some data is retrieved, and
the uncertain view of the world must be revised in light of the new
knowledge obtained. The process is repeated until the user’s query
receives a satisfactory answer or some other termination condition
is met.

Use Cases. To illustrate, let us give some concrete examples of
complex use cases involving intensional data management.

Consider the application of mobility in smart cities, i.e., a system
integrating information about transportation options, travel habits,
traffic, etc., in and around a city. Various public resources can
be used to collect and enrich data related to this application: the
Web, deep Web sources, social networking sites, the Semantic Web,
annotators and wrapper induction systems, crowdsourcing platforms,
etc. Moreover, in such a setting, domain-specific resources, not
necessarily public, contribute to the available data: street cameras,
red light sensors, air pollution monitoring systems, etc. Users of
the system, namely, transport engineers, ordinary citizens, etc., may
have many kinds of needs. They can be simple queries expressed in
a classical query language (e.g., “How many cars went through this
road during that day?” or “What is the optimal way to go from this
place to that place at a given time of day?”), certain patterns to mine
from the data (“Find an association rule of the form X ⇒ Y that
holds among people commuting to this district.”), or higher-level
business intelligence queries (“Find anything interesting about the
use of the local bike rental system in the past week.”).

To be very concrete, let us imagine what options are available for
the query “How many cars went through this road during that day?”.
One could:
• If applicable, use data from electronic toll gates;
• Use a computer vision program to analyze the street camera

feeds and automatically extract each passage of a vehicle;
• Ask crowd workers to perform the same analysis;
• Do the same, but only a fraction of the day, and extrapolate

the results;



• Use traffic data from Bing Maps API, correlated with external
data about road characteristics;
• Analyze the mentions of this road segment on social media,

to determine both its usage rate, and a subjective idea of it
being overloaded;
• Send a team of expert traffic specialists to survey the road;
• etc.

Each of these (and each combination of these) has a cost (in terms
of manpower, budget, processing time, bandwidth) and a precision.
The objective is to obtain an optimal solution given a precision
threshold. This example was fairly simple, but imagine that deter-
mining the traffic on a road may be just one component of a more
complex information need, such as redesigning an entire district.

As a second example, consider the problem of personal infor-
mation management, namely, integrating user data across services
that manage the user’s emails, calendar, social network, travel in-
formation, etc. To answer a query such as “find the people I need
to warn about my upcoming trips”, the system would have to or-
chestrate queries to the various services: extract the trips, identify
the meetings that conflict with them, and determine their likely
participants.

A third example is socially-driven Web archives [29]: their goal
is to build semantically annotated Web archives on specific topics or
events (investment for growth in Europe, the 2014 Winter Olympics,
etc.), guiding the process with clues from the social Web as to which
documents are relevant. These archives can then be semantically
queried by journalists today or historians tomorrow, e.g., to retrieve
all resources mentioning a given person. The construction of these
archives relies on Web crawling, deep Web harvesting, access to
social networking sites such as Twitter or YouTube via their APIs,
use of tools for information extraction, named entity recognition,
opinion mining, etc. Again, these various intensional sources come
with very different costs, and an optimal plan for a user’s query
involve choosing an optimal way to collect, annotate, and query the
different relevant sources.

Tutorial Content. This tutorial covers the general field of inten-
sional data management by defining it as an abstract problem, giving
concrete instances of it in the form of the previous use cases, and
then, as we shall briefly do in Section 2, presenting the solutions to
components of the intensional data management problem that have
been proposed in very different areas of the database and machine
learning literature: crowdsourcing, Web crawling, adaptive query
evaluation, answering queries using views, querying under access
limitations, reinforcement learning, active learning, etc. We will
also discuss some of the most challenging open issues in intensional
data management (see Section 3). Practical issues about the tutorial
organization are discussed in Section 4.

2. MAIN APPROACH
We now present the general steps in intensional data management,

and describe which areas of research have been concerned with
each step and what solutions they have brought. A summary of
the general approach is presented in Figure 1, with references to
corresponding sections.

First, we must design a model to represent the state of the world,
and more generally our uncertainty about its state. Next, we must
deal with the core of the problem: decide which access allows us to
make the most progress on our query, as a function of our current
knowledge and the possible accesses on the various sources. The
third step is to update our knowledge of the world with the results
of the chosen access.
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Figure 1: Approach to Intensional Data Management

2.1 Modeling the World
At any point in time, the system must have a representation of its

current state. In all generality, the state is a description, constructed
from the past observations and prior knowledge, of a probability
distribution on all possible worlds, that is, all possible states of
the world which we access through the sources. Of course, this
representation must be concise, as we cannot write out explicitly
the (possibly infinite) collection of possible worlds; it must also be
operational, in that we must have an efficient way to perform the
next steps of the approach on it: deciding which access to perform
next, integrating results of the chosen access, but also determining
our current best answer for the query.

Existing approaches for such representations can be distinguished
first and foremost by the kind of data which they attempt to repre-
sent. For simple, unstructured data, such as the answers to a binary
question in a crowdsourcing application, the representation may
just be a choice of parameters fitted to the distribution of answers.
More interestingly, for structured data, we can turn to probabilis-
tic representations for relational databases [32] and XML [19] data
management systems: those frameworks annotate relational or XML
instances with information about the uncertainty of the data items.

Second, we can distinguish probabilistic representations between
open-world and closed-world, depending on whether the set of pos-
sible worlds is finite or infinite. A third distinction is on whether
the representations are only about incompleteness (“what are the
possible worlds”) or whether they extend to proper probability dis-
tributions on them. As an example, open-world incomplete repre-
sentations are often used for open-world query answering, where
the possible worlds are all the completions, subject to known logical
constraints, of the facts that are known to hold. The constraints are
generally deterministic, although some works [15] allow uncertain
rules (by reduction to deterministic rules). Open-world probabilis-
tic representations are rare, because of modeling issues for infinite
probabilistic spaces. One important exception is [9], which presents
an open-world probabilistic framework for XML documents via
recursive Markov chains.

2.2 Choosing Accesses
Once we have represented our uncertain knowledge about the

world, the main problem is to choose which access to perform next.



Of course, this choice depends on the kind of accesses that are
possible. For instance, in crowdsourcing contexts, the simplest set-
ting is when the possible questions to ask deal with the classification
of separate items [34]: in this case, the choice reduces to determin-
ing on which item we want to make progress. By contrast, in crowd
situations where the answers depend on each other, the problems
becomes more complex [3].

More generally, the possible accesses can be different “views” on
the same information. In the setting of Web sources, the language
of binding patterns [27] is used to represent the various possibilities
(with different restrictions) to access information about the same re-
lations. Even more generally, in the context of data integration [21],
or of query answering using views [17], there can be very general
dependencies between the views (that are accessed) and the under-
lying data (on which the query is posed): e.g., equality-generating
or tuple-generating dependencies. In such general situations, it can
become undecidable to determine, under arbitrary dependencies,
whether a given access is relevant to the query [7, 8].

Having fixed our representation of the accesses, we must now
decide which one to perform, which we call the access choice
problem. A simple idea would be to compile or rewrite our query to
the accesses, in a static manner, and then execute this plan; however,
we are interested here in an interactive approach, where each access
is chosen depending on the result of the previous accesses. This
dichotomy can be seen in crowdsourcing, between some works [25]
that prepare batches of queries executed independently of previous
answers, and others [24] that make interactive decisions to decide
when to stop.

The same dichotomy can distinguish approaches for query eval-
uation (directly, or via views), with the static approach being that
of evaluating a fixed plan (or a fixed rewriting) for the query [13],
and the interactive approach being known as adaptive query evalua-
tion [11] . This line of work deals with query evaluation plans that
adapt depending on the actual performance of the query being evalu-
ated: for instance, by adding query optimization operators, or trying
out several plans in parallel on subsets of the data. A last example
of another access choice problem with interactive solutions is that
of focused crawling, to locate interesting information by choosing
which pages to query [22], or deep Web crawling, applying the same
idea to information located behind Web forms [23].

Another angle to see the access choice problem is that of machine
learning, namely reinforcement learning and active learning. Re-
inforcement learning [5, 26, 33] is the study of how to maximize
rewards in the following setting: whenever we find ourselves in a
state, we can choose an action to perform, which yields a reward
and changes the state. This implies an inherent tradeoff between
exploration (trying out new actions leading to new states and to po-
tentially high rewards) and exploitation (performing actions already
known to yield high rewards). We can model the access choice
problem as a reinforcement learning problem on a huge structured
state space corresponding to the possible states of our intermediate
knowledge, as proposed in [6] for data cleaning.

Active learning [30] deals with the problem of optimally using an
oracle, which is costly to access, to provide labels for training data
that will be used to build a learning model, e.g., a classifier. This
implies a tradeoff between the cost of oracle calls, and the cost of
errors on the task. Active learning can be seen as an access choice
problem between two accesses: one which is costly but certain,
and another which is a cheap but noisy extrapolation based on the
current knowledge.

2.3 Updating the Representation
Once an access has been performed and results have been ob-

tained, the representation of the world must be updated accordingly.
A general framework to perform this task is that of Bayesian infer-
ence [14]: integrate the observation to our prior knowledge to obtain
a posterior representation of the world.

Updates are especially hard to perform in the common situation
when the access only returns uncertain information about the actual
data. For instance, say an access gave us the number of data items
of interest (which may be useful, e.g., to decide to retrieve them one
by one or in bulk); we must represent the existence of these items,
though we know nothing about them. This problem also occurs in
crowdsourcing contexts: constraints on access results may force us
to extrapolate additional information [3].

Updating probabilistic representations has been studied for prob-
abilistic XML documents [18], and as conditioning [20] for prob-
abilistic databases: restrict the possible worlds of a database with
an additional constraint (a logical rule, or, here, an observation). In
most situations, however, this task is intractable.

3. OPEN PROBLEMS
The intensionality of data, but also the heterogeneity of its struc-

ture, and our uncertainty about the true state of the world, are three
major challenges of intensional data management. What is more,
these challenges are not independent, but interact tightly. For ex-
ample, if we use a probabilistic modeling of uncertainty, we need
to represent, manage, query, probability distributions on structured
objects, so that the representation of uncertainty depends on the
structure that we use. Likewise, the kinds of intensional accesses
which we may perform depend on the structure of the data con-
sidered, and structural constraints can be used to restrict the kind
of accesses to make. Last, our intensional accesses will depend
on our representation of uncertainty, as this representation may be
used, e.g., to predict the results of accesses which have not been
performed yet. Hence, we simply cannot use independent solutions
to address each challenge.

Another difficulty is the intractability of many of the subproblems
that are tackled. Conditioning a probabilistic database by some
logical constraint [20], optimally crawling a deep Web site [16],
determining whether an access is relevant to a query [8], or even
merely querying a probabilistic database [32] are all intractable
problems (NP-hard or beyond), even in simple enough settings.
Hence, on the one hand we must find simplified problems for which
it is still tractable to find an optimal iterative plan, and on the other
hand we must devise heuristic and approximate strategies that are
not guaranteed to be optimal (but whose error should be bounded).

Most existing approaches assume a uniform notion of cost. In
reality, we must evaluate cost along multiple heterogeneous dimen-
sions: money, CPU time, bandwidth limits, policy constraints, etc.
For this reason, in contrast to traditional query optimization, we
cannot use a single value to model cost, and multi-objective opti-
mization is required. Another challenge is that though in some cases
the cost may be known in advance, in others (e.g., when the cost is
computation time) it can only be observed after the fact, and used to
infer the cost of similar future data accesses. This introduces another
level of uncertainty when modeling sources. Note that some works
in the active learning field have started exploring more realistic
notions of cost [12, 31].

Active learning [30] and reinforcement learning [33] are powerful
tools to decide the next action to perform. However, in contrast
with active learning, in intensional data management we discover
the data as we access it: there is no fixed set of data points with
known features to choose from, but there are structural constraints
on the data. Similarly, reinforcement learning assumes a fairly
simple data model, e.g., the independent states of Markov decision



processes [26]. In reality, states have a complex structure, namely
that of the data. To benefit from the vast literature on optimizing
rewards in reinforcement learning, and optimally choosing accesses
in active learning, we first need to integrate into these models the
support of structure and logical constraints.

4. ABOUT THE TUTORIAL

Tutorial format. This tutorial proposal is for a 1.5 hour tutorial
that will review the various fields of the scientific literature dealing
with intensional data management, as highlighted in the previous
sections. A special focus will be put on connections between these
areas, and on the description of open problems. Upon request, an
extension to a 3 hour tutorial is possible and will allow us to cover
specific fields in more depth, but we feel the audience would be
more interested in a high-level view of the different areas and how
techniques from one field can be applied to another, rather than in
an in-depth review of these areas.

The tutorial proposal is fully novel and the material covered,
though obviously described in the literature, has never been pre-
sented in this integrated form, as far as we know. Though there
have been various tutorials on uncertain data management or on
crowdsourcing in database conference, neither is our focus here.
The tutorial will be accessible to a general audience of researchers
in data management, data mining, or machine learning, both from
systems and theory backgrounds.
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